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Abstract. We report experimental and quasi-experimental evidence from a “sharing economy” marketplace that transitioned from decentralized to centralized pricing. Centralized pricing increased the utilization of providers’ assets, resulting in higher revenues but also higher transaction costs. Providers who were barred from accessing the price system made nonprice adjustments, including reducing the availability of their assets, canceling booked transactions, and exiting the market. Providers who retained partial pricing control reacted substantially less but experienced similar revenue increases. We highlight the challenges of implementing centralized pricing and assessing its welfare effects. We show that partial control can mitigate these challenges, allowing providers to express their private and heterogeneous preferences while maintaining the benefits of centralization.

Keywords: online marketplaces • pricing • sharing economy

1. Introduction

A fundamental question in the design of online platforms is how to best set prices. Early online marketplaces, such as eBay and Amazon, delegated price setting to users and implemented a variety of decentralized mechanisms including posted prices, haggling, and auctions. Today, technological advances have enabled some online platforms to take on price setting; for example, peer-to-peer lending platform Prosper determines interest rates for loans, and ride-hailing platforms Uber and Lyft set prices for rides centrally and in real time.1

The rationale for centralized pricing is that platforms possess superior market supply and demand information than sellers. From an efficiency standpoint, centralized pricing promises to be particularly beneficial if market participants have homogeneous preferences and if the goods and services traded are highly “perishable” (Cramer and Krueger 2016). Furthermore, centrally set prices may offer users a more uniform and seamless experience, allowing platforms to better compete against traditional firms. However, absent a decentralized price system, platforms face the well-known challenges of eliciting private information, which can be particularly important when users’ preferences are heterogeneous (Hayek 1945). Barred from accessing the price system, users may also make nonprice adjustments with potentially deleterious consequences (Hirschman 1970, Hall et al. 2018). Determining whether platforms may benefit from centralizing pricing requires a firm understanding of the challenges involved in doing so. This paper sets to identify some of these challenges, to elucidate their root causes, and to propose and evaluate a potential solution.

We report the results of an experiment that took place on a “sharing economy” marketplace for vehicle rentals during a transition from decentralized to centralized price setting. Providers (owners/sellers) were randomly assigned to one of two versions of centralized pricing. In the first treatment group (T1), the platform assumed complete control over pricing the providers’ vehicles. In the second treatment group (T2), the platform assumed partial pricing control: although prices were determined by the platform, providers could raise or lower the centrally set prices by up to 30%. Providers in a control group (T0) remained in the status quo pricing, maintaining complete control over price setting.

Providers in the treatment groups reacted to the pricing change by exiting the platform, reducing the market availability of their assets, and canceling booked transactions. Compared with the control group, providers in treatment group T1 exited at a 30.5% higher rate,
reduced the availability of their vehicles by 18.9%, and canceled 19.8% more transactions. Providers in treatment group T2 reacted similarly, but the magnitude of their responses was significantly smaller: They exited at a 50.7% lower rate, made their assets 54.7% more available, and canceled 36.4% fewer transactions than providers in T1.

We next examine possible reasons for the responses of the providers. We find that centralized pricing increased providers’ revenues but lowered prices and increased the utilization of their vehicles. Providers in T1 experienced 53.2% higher revenues, but their revenue per rented hour decreased by 26.2%. This supports the pricing algorithm optimized for revenue, lowering prices and increasing asset utilization compared with the control group. Providers in T2 experienced slightly lower revenue that providers in T1 but performed better across other metrics. In particular, the revenue per rented hour for providers in T2 decreased by only 12.9%—using their partial pricing control, about 41.8% of the providers in T2 increased the platform-set prices.

To understand the differences in the responses of the providers, we examine the costs incurred by the providers. Providers face various “bring-to-market” (BTM) costs when renting out their assets, which the platform may not be able to observe. These costs can be usefully decomposed into (i) use-based costs that scale with the rental duration, such as vehicle depreciation, and (ii) transaction-based costs that are incurred per transaction, such as screening the renter, answering questions, and inspecting and cleaning the vehicle after each rental (Filippas et al. 2020). Although we cannot observe the BTM costs of the providers directly, we observe proxies for these costs. Our proxy for use-based BTM costs is the number of miles that providers’ vehicles are driven, and our proxy for transaction-based BTM costs is the number of transactions. We find that providers incurred substantially higher BTM costs during the experiment.

Higher costs by themselves do not imply lower utilities because the providers may have been compensated for them by higher revenues. For providers in T1, centralized pricing led to 36.1% lower revenue per mile and 15% lower revenue per transaction. Providers in T2 saw their BTM cost increase less: their revenue per mile decreased by 23.3%, and their revenue per transaction decreased by 2.5%. The higher costs that treated providers incurred imply that, despite higher revenues, the “true” utility—or profit—from rentals may have decreased. Crucially, only 41.8% of the providers who retained partial control used it to increase the platform-set prices by the end of the experiment. This indicates substantial heterogeneity in providers’ BTM costs and that centralized pricing was welfare increasing, at least for some providers. Regardless, the difference in BTM costs offers a likely explanation for the different responses of the providers in the two treatment groups.

One drawback of the experimental setting is that interference across the experimental units does not allow for direct extrapolation of the experimental estimates of the market effects of centralized pricing to cases where prices are set centrally market-wide. To explore this issue, we collected postexperiment data from the platform. Convincing by the findings of the experiment, the platform decided to implement centralized pricing with partial provider control (T2) in the focal market instead of the originally planned centralized pricing (T1). This market-wide implementation created a quasi-experiment that allows us to examine the market effects of centralized pricing.

We conduct a difference-in-differences analysis using data from the same market during the year before the experiment as the control group. The credibility of our approach depends on the suitability of the previous year as an appropriate counterfactual; we provide evidence that supports the parallel trends assumption, both on the market and the individual level. We obtain estimates that are directionally consistent with the experimental estimates, albeit of smaller magnitude—suggesting that interference plays an important role. The most conservative estimates suggest that centralized pricing with partial provider control increased hours rented by 24.9% and revenue by 18.7%.

In addition to the economic effects, the market-wide imposition also allows us to examine how providers use the price slider in the long-run. There is substantial heterogeneity in the use of the partial pricing control. Although some providers never change the platform-set price, many providers continually experiment, whereas others set the price slider to its maximum value throughout our data. On average, the increase over the centrally set prices ranged between 3% and 6% over the following 1.5 years.

The main contribution of this paper is in offering a detailed account of the challenges of implementing centralized pricing in online marketplaces. We highlight the divergence in platform and provider incentives by showing that centralized pricing substantially increased revenues, and yet it was with negative reactions, because it did not fully take into account providers’ “bring-to-market” costs. Crucially, in the absence of a decentralized price system, market clearing subsequently took place through nonprice margins. These nonprice adjustments can have pernicious long-term effects for the platform: Fewer providers and lower asset availability imply foregone transaction opportunities that might have materialized under provider-set prices, and booking cancellations increase the transaction costs for both sides of the market. We stress that nonprice margin adjustments should be taken into account when assessing the welfare effects of market interventions but that their effects may be hard to quantify both in the short and long run.

We propose partial control as a way to mitigate the implementation challenges of centralized price setting. We find that partial control reduced providers’ nonprice margin adjustments substantially but resulted in similar
revenues, and that providers varied greatly in their use of the price slider, indicating substantial preference heterogeneity. Partial control is likely most useful for platforms where providers possess private, heterogeneous, and time-varying information that is economically relevant. In this case, providers can reveal this information without turning to nonprice margins while, crucially, allowing the platform to change the average price level and increase the intertemporal variation of prices. Importantly, centralized pricing remains nested within the partial control variant; as platforms mature and become better at setting prices, users can choose to relinquish more control to the platform.

We expect our findings to extend to other platforms that are characterized by similar divergence in platform and provider incentives and heterogeneous provider BTM costs. For instance, AirBnB extracts an ad valorem fee, which incentivizes it to maximize revenue, potentially at the expense of increasing provider (owner) costs. Furthermore, owners incur use-based BTM costs (e.g., asset wear-and-tear) and transaction-based BTM costs (e.g., finding and dealing with the customer, cleaning the unit, and passing out the keys), which we expect to be heterogeneous across providers. For such a platform, rolling out the partial control feature will allow it to collect private owner BTM cost proxies, so that it can increase owner revenue and asset utilization while mitigating any owner negative reactions.

More broadly, our paper offers partial control as a general product recommendation for online platforms. The partial control feature allows platforms to collect valuable private information from the providers to help improve the platform. For example, Uber has started allowing both drivers and riders to indicate whether they prefer their match to be more or less “talkative,” which would allow them to improve on centralized matching. Similarly, platforms can collect private cost information, which would allow them to implement complex dynamic pricing systems. Traditional dynamic pricing systems need provider costs, which online platforms do not observe. These costs are also difficult to infer because they generally vary significantly across providers and time. Therefore, a partial control feature is almost necessary to be able to successfully implement such dynamic pricing systems.

Our findings are, of course, subject to some limitations. The most important limitation is that our experiment is conducted on a single platform. As noted previously, platforms where suppliers incur similar BTM costs and have access to nonprice margins will likely face similar challenges. Future research could verify that providers react similarly to price-setting changes in other marketplaces, as well as changes in the degree of centralization of other types of allocation mechanisms. Another potential limitation is that we examine a single pricing change that decreased average price levels; providers would presumably have responded differently to a “better-designed” pricing system. Regardless, the pricing change increased providers’ revenues, and the majority of the providers did not change the centrally set prices; this supports our view that any one price level may be ill suited for even seemingly similar providers and that continuously eliciting providers’ private information is a key task for centralized allocation mechanisms.

As more of the global economic activity takes place on platforms operating two-sided markets, it becomes increasingly important to recognize and address their unique design challenges. Insofar that these platforms will continue lacking the directive authority that traditional firms typically enjoy over their employees, the users of those platforms will likely have access to multiple nonprice margins. We document empirically the tradeoffs faced by when these platforms make market design interventions, and we propose and evaluate a potential solution.

The rest of the paper is organized as follows. Section 2 surveys related work and introduces the empirical context. Section 3 presents the results of the experiment, and Section 4 the mechanisms behind these results. Section 5 presents quasi-experimental evidence of the market effects of centralized pricing with partial provider control. Section 6 discusses our results, and Section 7 concludes with thoughts on directions for future research.

2. Related Work and Empirical Context
Our study is situated in an online sharing economy platform for short-term vehicle rentals. Sharing economy platforms are online marketplaces that facilitate rentals of durable assets from providers (owners/sellers) to renters (nonowners/buyers). The economic rationale for these markets is that owners of most durable assets use them less than 100% of the time, leaving excess capacity that can be rented out to renters who would like to use the asset (Sundararajan 2016, Filippas et al. 2020).

Similar to other online marketplaces, sharing economy platforms extensively use technology to help providers and renters to find, assess, and transact with each other more efficiently than what is possible in most physical markets (Cramer and Krueger 2016; Einav et al. 2016; Sundararajan 2016; Horton 2017; Filippas et al. 2020, 2022; Liu et al. 2018; Athey and Luca 2019). On the supply side, sharing economy platforms lower the entry costs of smaller providers, affording them substantial flexibility and enabling them to reach buyers more easily (Einav et al. 2016, Chen et al. 2019). On the demand side, sharing economy platforms expand product variety, with the benefits disproportionately accruing to previous nonowners who gain access to the asset or service (Fraiberger and Sundararajan 2015, Filippas and Horton 2018, Filippas et al. 2020).
2.1. Price Setting in Online Markets

A core market design challenge in online marketplaces is choosing how prices are set. Platforms may choose between several decentralized price-setting mechanisms including posted prices, haggling, auctions, and price recommendations (Einaev et al. 2015, Farronato 2017). However, decentralized price setting has the potential to lead to inefficient market equilibria, for reasons including buyers’ search costs, sellers’ pricing and adjustment costs, and sellers’ inability to adjust their prices in response to fluctuations in market demand (Diamond 1971, Li et al. 2016, Einaev et al. 2018). In light of this, several platforms choose to develop centralized pricing mechanisms—despite the well-known challenges of this undertaking (Hayek 1945).3

Many recent papers examine the implementation of centralized pricing in the context of online marketplaces (Cachon et al. 2017, Ma et al. 2021, Taylor 2018, Bimpikis et al. 2019, Gurvich et al. 2019). Yan et al. (2020) provide a comprehensive survey of this literature. The goal of this body of work is to improve the design of centralized pricing; in contrast, we focus on analyzing the effects of centralized pricing on platform users, taking the pricing design as given. A growing number of empirical papers leverage on variations in the design of centralized pricing. Cohen et al. (2016) use variation in Uber’s surge pricing—Uber’s response to increases in demand for rides—to estimate the demand elasticity at several points along the demand curve. Building on this methodology, Castillo (2019) estimates a structural model using Uber data, and finds that surge pricing increases welfare, with the benefits disproportionately accruing to the riders. Also in the context of Uber, Hall et al. (2018) find that although changes in fares initially result in higher driver earnings per trip and per hour worked, market adjustments through nonprice margins eventually bring driver earnings back to the previous levels.

Our paper contributes to this literature in at least three ways. First, to our knowledge, our paper is the first to examine empirically a market transitioning from decentralized to centralized price-setting—previous work has focused on variations in the design of centralized pricing mechanisms. Second, we examine a sharing economy marketplace where the labor component is less prominent than in ride-hailing marketplaces—but, as we will show, it still plays an important role, affecting providers’ costs. Third, we propose and examine empirically a variant of centralized pricing where providers are allowed to retain partial pricing control.

2.2. Focal Platform

The setting for our study is a sharing economy marketplace, where providers (owners/sellers) rent out their vehicles to renters (nonowners/buyers). Providers choose when to make their vehicles available, and at what rental rate; renters specify a time period and perform a map-based online search to book one of the available vehicles.

The platform offers typical online marketplace services, including building and maintaining search and reputation systems, curating the matching process, handling payments, and providing insurance and customer support. Crucially, the platform reduces transaction costs by providing proprietary hardware and software for mobile phone-based, keyless unlocking of rented vehicles, and parking spots for providers’ vehicles.

To examine the underlying characteristics of the platform, we begin by presenting some platform-wide descriptive statistics in Figure 1 and Table 1. On the demand side, most of the rental activity is short-term—despite the platform allowing rentals lasting up to a month. Panel (a) depicts the histogram of rental durations: about 89% of rentals last less than one day, and only 1.6% last more than three days. On the supply side, providers vary substantially in how they use the platform. Panel (b) plots the histogram of vehicle availabilities, defined as the percentage of time each vehicle is made available for rentals on the platform each month. Vehicle availabilities vary widely, indicating substantial provider “type” heterogeneity. Regardless, more than 70% are “serious” providers, in that they make their vehicles available for rentals at least half of the time—this is consistent with existing empirical evidence suggesting that vehicles are used less than 4% of the time.4

A distinctive property of the market equilibrium is that a large fraction of the available supply remains unused. Panel (c) depicts the histogram of vehicle utilizations, defined as the percentage of time each vehicle is rented over the percentage of time the same vehicle is made available for rentals. Strikingly, about 65% of vehicles have less than 30% utilization. Unused capacity may not be a problem in and of itself or may even be beneficial for the market (Hall 1983, Castillo et al. 2017, Hall et al. 2018); that said, the platform used an ad valorem business model and believed that increasing asset utilization would boost platform revenues. Although the underlying cause for the low utilization rates cannot be known from observational evidence, one potential culprit was the ostensibly suboptimal pricing decisions of the providers. Panel (d) plots the histogram of the average number of price changes made by providers each month. Most providers rarely or never change the rental prices of their vehicles: about 70% of the providers changed their price at most once per month. The platform believed that a pricing mechanism change could shift the market to a more efficient equilibrium.

3. Transitioning to Centralized Pricing

3.1. Experimental Design

Motivated by the ostensible link between low utilization and provider pricing, the platform developed a proprietary centralized pricing system. The centralized pricing mechanism attempted to combine data on providers’ previous pricing decisions with platform-level supply
**Figure 1.** (Color online) Descriptive Statistics of the Rental Activity in the Focal Platform

**Table 1.** Descriptive Statistics of the Rental Activity in the Focal Platform

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Median</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability (%)</td>
<td>0.59</td>
<td>0.24</td>
<td>0.63</td>
<td>0.03</td>
<td>1</td>
</tr>
<tr>
<td>Cancelation rate (%)</td>
<td>0.15</td>
<td>0.15</td>
<td>0.11</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Revenue (USD)</td>
<td>354.5</td>
<td>312.06</td>
<td>274.9</td>
<td>0</td>
<td>2400.89</td>
</tr>
<tr>
<td>Hours rented</td>
<td>65.47</td>
<td>63.33</td>
<td>47.64</td>
<td>0</td>
<td>467.79</td>
</tr>
<tr>
<td>Miles driven</td>
<td>224.67</td>
<td>247.65</td>
<td>146.67</td>
<td>0</td>
<td>2062.2</td>
</tr>
<tr>
<td>No. of transactions</td>
<td>5.43</td>
<td>5.54</td>
<td>3.86</td>
<td>0</td>
<td>1017.1</td>
</tr>
<tr>
<td>Rental duration (h)</td>
<td>14.84</td>
<td>16.57</td>
<td>11.11</td>
<td>1</td>
<td>506.25</td>
</tr>
<tr>
<td>No. of price changes</td>
<td>0.01</td>
<td>0.59</td>
<td>0</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>Utilization (%)</td>
<td>0.19</td>
<td>0.13</td>
<td>0.16</td>
<td>0</td>
<td>0.97</td>
</tr>
</tbody>
</table>

**Notes.** This figure reports descriptive statistics for rentals in the focal platform. (a) Distribution of rental durations. (b) Distribution of monthly vehicle availability, defined as the percentage of time that a vehicle was made available for rentals. (c) Distribution of monthly vehicle utilization, defined as the percentage of time that a vehicle was rented out over the percentage of time that it was made available. (d) Distribution of provider price changes per month. For each panel, the values are discretized into categories, the value of each bin is shown above it, and the dashed line depicts the corresponding cumulative distribution function.

**Table Notes.** This table reports descriptive statistics of the rental activity in the focal platform. The statistics are computed using monthly averages for all providers who were active on the platform during the quarter before the commencement of the experiment. For more details on the definitions of each measured variable, see Sections 2 and 3.
and demand information to adjust price levels and to increase their intertemporal variation, with the end goal of optimizing revenues. After conducting tests on historical data that yielded positive results, the platform decided to evaluate the new pricing system within the marketplace. Toward that end, the platform introduced two versions of centralized pricing experimentally in one of its largest and most mature markets.

The experiment aimed to evaluate two centralized pricing variants. In the first version of the treatment (T1), the platform assumed complete pricing control. In the second version of the treatment (T2), the platform assumed partial control: Whereas prices and intertemporal price variation were determined and implemented by the platform’s centralized pricing mechanism, providers were able to raise or lower the centrally set prices by up to 30%. The rationale behind this “hybrid” approach was that providers could use the partial price-setting control to reveal their idiosyncratic preferences. A control group (T0) remained at the status-quo pricing system, retaining full price-setting control.

Eligible providers were those who had made their vehicles available for at least 24 hours during the month before the start of the experiment. Among those providers, the platform selected a random subset to be included in the experiment, with the final sample consisting of 1,218 subjects. Each subject was randomly assigned to one of the two treatment groups with probability 13.5% each, or to the control group with probability 73%. The experiment lasted for about two months; the size and length of the experiment was determined by an ex ante power calculation conducted by the platform.

In Online Appendix A, we report statistical tests for pairwise mean comparisons across several prereandomization attributes and find that the randomization was successful. We also report the pricing interfaces, along with all information that subjects had access to. Furthermore, we found no evidence that subjects communicated with each other during the experiment.

3.2. Provider Responses

We begin by examining the responses of treated providers to the pricing change. Throughout the rest of this section, our estimation strategy is to regress each outcome of interest on treatment indicators, that is,

\[ y_i = \hat{\beta}_0 + \hat{\beta}_1 T_{1i} + \hat{\beta}_2 T_{2i} + \epsilon, \tag{1} \]

where \( y_i \) is the outcome of interest, \( T_{qi} \) is an indicator variable for whether subject \( j \) was assigned to treatment \( i \), and \( \epsilon \) is an error term. We report the estimated average treatment effect in Figure 2(i) by plotting the least squares estimates \( \hat{\beta}_i \) for each of the two active treatment groups, along with a 95% confidence interval around each point estimate. All regression tables are reported in Online Appendix B.

The imposition of the centralized pricing mechanism had substantial effect on the exit decisions of the treated providers—which was also the primary outcome of interest for the platform. Panel (a) reports estimates from regressions of provider exit on the treatment indicators. The exit rate for the treatment group T1 increased by 30.5 percentage points from a baseline exit rate of 8.9 percentage points for T0. Allowing providers to retain some pricing control substantially reduced this effect: the exit rate in the T2 group increased by about 15 percentage points, which was 50.7% lower than the T1 group.(

Providers also reduced the availability of their vehicles in response to the new pricing mechanism. Panel (b) reports estimates from regressions of vehicle availability on the treatment indicators; availability is defined as the percentage of time each provider makes their available on the platform, ranging from zero for never available to one for always available. The reported estimate of the average treatment effect includes all treated providers. Providers in the T1 and T2 groups reduced their vehicle’s availability by about 18.9 and 12.2 percentage points, respectively. Allowing providers to retain some pricing control substantially ameliorated availability reductions: The availability reduction for providers in T1 was 54.7% higher than that of providers in T2.

Providers also used transaction cancelations as an additional lever of control. Panel (c) reports estimates from regressions of provider cancelation rates on the treatment group indicators; cancelation rate is defined as the percentage of transactions canceled by each provider, ranging from zero for providers who did not cancel any transaction to one for providers who canceled every transaction. The sample includes providers who exited during the experimental period, setting their cancelation rate to one for all periods after their time of exit. Providers in treatment group T1 increased their cancelation rate by about 19.8 percentage points, and providers in treatment group T2 increased their cancelation rate by about 12.6 percentage points. Again, the difference between the cancelation responses between the two treatment groups is substantial: the cancelation in T2 was 36.4% lower than in T1.

3.3. Economic Outcomes

We next examine the experimental effects on providers’ core economic outcomes. We use the estimation strategy described in Equation (1). In Figure 2(ii), we report the estimated effects as percentage changes over the control group outcomes by plotting the least squares estimates \( \hat{\beta}_i / \hat{\beta}_0 \) for each of the two active treatment groups, along with a 95% confidence interval around each point estimate. Our sample comprises providers who did not exit the platform throughout the experiment. All regression tables are reported in Online Appendix B.

The centralized pricing mechanism increased revenue for treated providers. Panel (d) reports estimates from regressions of provider revenue on the treatment indicators. Providers in T1 saw their revenue increase by 53.2%,
and providers in T2 saw their revenue increase by 51.4%, compared with the average revenue of providers in the control group. This revenue increase was a consequence of an increase in the intensive margin of rentals. Panel (e) reports estimates from regressions of the number of hours vehicles were rented on the treatment indicators. Compared with the control group, vehicles of providers in T1 were rented out 135% more, and vehicles of providers in T2 were rented out 100% more. Together, these results indicate that the pricing algorithm achieved its objective of maximizing provider revenues.

The vehicles of treated providers were priced lower by the centralized pricing algorithm. Panel (f) reports estimates from regressions of the revenue per rented hour on the treatment indicators. For every hour their vehicles were rented out, providers in treatment group T1 made 26.2% less revenue than control group providers. The same decrease was only 12.9% for providers in treatment group T2; about half of these providers used their partial pricing control to increase prices for their vehicles (see also the discussion in Section 6).

Taken together, the experimental findings presented in this section provide evidence that allowing providers to retain partial control ameliorated their negative nonprice responses substantially, at almost no cost—providers in the two treatment groups experienced

---

**Figure 2.** (Color online) Experimental Estimates of the Treatment Effects on Outcome Variables

(i) Providers’ responses

<table>
<thead>
<tr>
<th></th>
<th>T2</th>
<th>T1</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) exit</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(b) availability</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(c) cancelation rate</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(ii) Economic outcomes

<table>
<thead>
<tr>
<th></th>
<th>T2</th>
<th>T1</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d) revenue</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(e) hours rented</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(f) revenue / hour rented</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Percentage change compared to the control group**

Notes. This figure reports estimates of treatment effects on providers’ responses and economic outcomes. Each panel plots the percentage change in the dependent variable versus the control group for the treatment groups. The dependent variables are calculated for the experimental period and are (a) provider exit from the platform, (b) vehicle availability, (c) transaction cancelation rate, (d) provider revenue, (e) vehicle hours-rented, and (f) revenue per hour rented. A 95% confidence interval is plotted around each estimate. All regression tables, estimates using alternative samples, and alternative representations of the results can be found in Online Appendix A and Online Appendix B.
similar revenue increases. It is worth noting that interference across subjects does not allow us to extrapolate the experimental estimates for revenue and hours-rented to the case where prices are set centrally for every provider. Section 5 provides quasi-experimental estimates of the market-wide effects of centralized pricing.

4. Reasons for the Providers’ Responses

Centralized pricing increased the revenue of treated providers by increasing the utilization of their assets. However, higher provider revenues need not necessarily imply higher provider utilities: The reason is that providers incur BTM costs when renting out their assets (Filippas et al. 2020).

BTM costs can be decomposed into (i) use-based BTM costs, which are analogous to duration of the rental, and include labor costs, asset depreciation, and complementary consumables, and (ii) transaction-based BTM costs, which providers incur on a per-rental basis, and include the cost of finding a trading partner, coming to terms, executing payments, and handing off and “resetting” the asset. In our empirical context, the main component of use-based BTM costs is vehicle depreciation through mileage increases, and transaction-based costs include screening the renter, answering questions, and inspecting and cleaning the vehicle after each rental. We cannot hope to account for all potential sources of BTM costs, as these costs are not directly observable—this is precisely one of the challenges in implementing centralized pricing. Instead, we sidestep this issue by examining how the pricing mechanism change affected proxies for these costs.

Our proxy for use-based BTM costs is the number of miles driven by each vehicle and our proxy for transaction-based BTM costs is the number of transactions made on the platform; more miles driven and more transactions indicate higher use- and transaction-based BTM costs, respectively. In Figure 3, we report the estimated effects as percentage changes by plotting the least squares estimates $\hat{\beta}_i/\hat{\beta}_0$ for each of the two active treatment groups, along with a 95% confidence interval around each point estimate. We use the estimation strategy described in Equation (1), with miles driven and

<table>
<thead>
<tr>
<th>Figure 3. (Color online) Experiment Estimates of the Treatment Effects on BTM Costs and Margins</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Figure 3" /></td>
</tr>
</tbody>
</table>

Notes. This figure reports estimates of treatment effects on proxies for providers’ BTM costs and margins. Each panel plots the percentage change in the dependent variable vs. the control group for the treatment groups. The dependent variables are calculated for the experimental period, and are (a) miles driven, (b) completed transactions, (c) revenue per mile driven, and (d) revenue per completed transaction. A 95% confidence interval is plotted around each estimate. All regression tables, estimates using alternative samples, and alternative representations of the results can be found in Online Appendix A and Online Appendix B.
transactions as the outcome variables, and our sample comprising providers who did not exit the platform throughout the experiment.\textsuperscript{11} All regression tables are reported in Online Appendix B. Centralized pricing increased BTM costs for both treatment groups, with the change being more pronounced for T1.

Higher costs by themselves do not imply lower utilities because the providers may have been compensated for them by higher revenues. Although we cannot ascertain this for sure, we can compute proxies to assess the impact of centralization on provider margins. To isolate the effects of the two types of costs, we compute proxies for the use- and transaction-based margins. Our proxy for the use-based margin is the revenue per mile each vehicle was driven, and our proxy for the transaction-based margin is the revenue per transaction made on the platform. We follow the same estimation strategy as previously stated, and we report the estimated effects as percentage changes in Figure 3.

The centralized pricing mechanism decreased substantially providers’ revenue per mile. Compared with the control group, revenue per mile decreased by 36.1% for providers in T1. These effects were less pronounced for providers in T2, who saw their revenue per mile decrease by 23.3%. It is worth noting that revenue per mile did not fall below $0.30/mile for any transaction in our data—This is the median cost-per-mile estimate for vehicle operating expenses obtained by Zoepf et al. (2018). Treated providers also experienced a decrease in their revenue per transaction. More specifically, providers in T1 experienced a 15% decrease compared with control group providers, whereas providers in T2 experienced only a 2.5% decrease—The latter estimate is statistically indistinguishable from zero.

The experimental results imply that revenues are not increasing in proportion to the costs, putting pressure on provider margins. This effect is particularly pronounced for the providers in T1, offering an explanation for their stronger reactions to the centralization of price setting. This finding also highlights the challenges with centralized pricing that are unique to market-based businesses but absent from traditional revenue management systems: when platform users have heterogeneous preferences, partial control may be preferable to complete centralization.

An alternative hypothesis that could explain our findings posits that providers value having control over their assets for noneconomic reasons. For example, if providers are averse to changes in what was “implicitly agreed” on joining the platform, they may exhibit more pronounced negative responses when they lose “more” control. Although we cannot distinguish between this explanation and the BTM cost-based explanation directly, we can provide an indirect test by examining the responses in provider subpopulations with distinctly different platform tenures. We find that providers with different tenures exhibit similar responses to the pricing change, suggesting that familiarity or inertia has little impact on provider behavior—more details are provided in Online Appendix A. This supports our view that providers in online markets care about their relative costs and benefits, and hence noneconomic considerations are likely second order.

5. Effects of Market-Wide Centralization of Price Setting

The pricing experiment allows us to examine how and why providers react to centralized price setting, as well as whether partial provider control can change how providers respond. At the same time, the interference between the experimental units limits our ability to extrapolate the experimental estimates of the economic effects of centralized pricing to the case where prices are set centrally for every provider in the market.

After the experiment concluded, the platform implemented centralized pricing with user control (T2) in the focal market of our study. This market-wide implementation resulted in a quasi-experiment that allows us to obtain estimates of the market-wide effects of centralized pricing by comparing market outcomes before and after the pricing change. To control for seasonal differences, we adopt a difference-in-differences estimation strategy using data for the same market from one calendar year prior to the platform intervention.

The credibility of our difference-in-differences approach depends on the suitability of the prior year as an appropriate counterfactual. To assess this, Figure 4(i) juxtaposes the weekly platform revenue and hours-rented time series for the actual and the prior years. The outcomes for the actual year are depicted using a solid line, and the outcomes for the prior year are depicted using a dashed line. Week 0 is the week when the experiment commenced, and week 8 is the week when the experiment concluded and centralized pricing was imposed market-wide during the actual year. The two time series trends track closely in the preperiod but then diverge in the postperiod. The postperiod difference seems to be caused mainly by a decrease in the prior year that is not matched in the actual year. For robustness, we include additional analyses of the parallel trends assumption in Online Appendix A.5.

To be sure, we cannot directly rule out the hypothesis that the observed divergence may have been caused by factors unrelated to the centralization of price setting in either or even both years. To our knowledge, no such change took place in the marketplace, and we were unable to find evidence of any such change in our data. Furthermore, we observe that the divergence between the two time series is (i) smaller between week 0 and week 8, when price setting was centralized only for providers
participating in the experiment during the actual year, (ii) larger after week 8 when centralized pricing was imposed market-wide, and (iii) otherwise exhibits a functionally similar trend across both years. It is worth noting that the two time series are similar in magnitude in the preperiod, indicating that a similar “amount” of economic activity has been taking place in the focal market over time. This is not due to chance: The focal market is one of the most mature markets of the platform. Together, these observations provide strong evidence in support of the suitability of the prior year as an appropriate counterfactual.

Our empirical strategy is to estimate a regression of the form

$$y_j = \beta_0 + \beta_1 \text{Post}_j + \beta_2 \text{Trt}_j + \beta_3 \text{Post}_j \times \text{Trt}_j + \epsilon,$$

where Post$_j$ is a variable indicating whether the outcome is measured after the time of the market-wide imposition.
in either year, $T_{\text{tr}}$ is a variable indicating whether the outcome is measured during the “actual” year, and $\text{Post} \times T_{\text{tr}}$ is the interaction of the two indicators. The implied difference-in-differences treatment effect estimate is $\beta_3$.

We provide estimates using revenue and hours-rented aggregates during the pre- and postintervention windows, discarding observations during the experimental period for both years. Essentially, we “collapse” the time series into a pre- and postperiod (Bertrand et al. 2004). As the choice of pre- and postperiod window size may affect our estimates, we simply derive estimates using various window size values. We report the difference-in-differences estimates as percentage changes in Figure 4(ii), and we report all regression tables in Online Appendix B.

Starting with revenue, all estimates are positive, and range from 18.6% to 22.3%. The estimate using the shortest time window is not conventionally statistically significant, but with larger postperiod windows, the estimates become “more” statistically significant. This pattern is explained by the fact that some transactions taking place in the postperiod were booked before price setting was centralized; as we increase the window size, the relative effect of these transactions on the estimates diminishes.

With regards to hours rented, all estimates are positive and highly statistically significant and range from 24.9% to 55.7%. The estimate with the smallest magnitude is obtained when we use the shortest postperiod window. It is worth noting that, taken together, the estimates imply that the revenue per hour rented on the platform decreased following the centralization of price-setting.

The difference-in-differences estimates are directionally consistent with the experimental estimates and indicate that centralized pricing has substantial market effects. However, the magnitude of the difference-in-differences estimates is smaller. Two broad—and not mutually exclusive—sets of reasons may have led to this divergence: (i) that allowing all providers to retain partial pricing control resulted in lower revenue and lower utilization because providers increased the centrally set price more than they did during the experiment and (ii) that the market effects of centralized pricing are smaller than the estimates obtained through the experiment because of interference. Although we cannot distinguish between these two sets of reasons directly, we provide evidence in Section 6 that providers increased the centrally set prices, albeit not substantially more than during the experiment. This suggests that interference likely explains much of the observed difference between the experimental and the quasi-experimental estimates.

6. Discussion

6.1. Partial Control as a Market Design Feature

Providers reacted to the centralization of price-setting by exiting the platform, reducing the availability of their assets, and canceling booked transactions. Market clearing through these nonprice margins can be particularly detrimental to the platform. For example, fewer providers and lower asset availability result in foregone transaction opportunities that might have otherwise materialized at the provider-set prices. Furthermore, transaction cancelations increase the transaction costs for both sides of the market, and may erode the users’ trust in the reliability of the platform, thereby causing further exit. Partial provider control ameliorated this problem considerably: As we showed, providers who retained partial price-setting control reacted substantially less through non-price margins.

Provider control also creates a channel through which the platform can obtain economically relevant information. Although modern platforms rely overwhelmingly on technological solutions to obtain granular market-wide information, idiosyncratic and time-varying private information that providers possess may remain hard to access. The hardness of eliciting private information is a recurrent criticism of centralized allocation mechanisms that dates at least back to Hayek (1945). Provider control functions as a channel through which providers reveal their private information as it changes and can help the platform to circumvent the information elicitation challenge.

Crucially, the “fully” centralized version of the pricing mechanism remains nested within the partial control version—should a provider choose to accept the centrally set price as is. As platforms mature, collect data, conduct experiments, and increase their technological sophistication, presumably they become better at setting prices. Subsequently, providers may choose to relinquish more control to the platform, without the need for a market intervention. Conversely, degradations in the quality of the centralized pricing system, for example, due to an implementation error, can be “signaled” through the partial control channel rather than through much costlier non-price adjustments.

We laid out several reasons why imbuing centralized market mechanisms with some degree of provider control can be a valuable tool in the hands of market designers. It is also worth examining how providers used the partial price-setting control feature in our context. Figure 5(i) plots the distribution of price slider levels for providers in the experimental group T2 at the end of the experimental period—Recall that these providers could adjust the centrally set price by up to 30%. About 54.6% of the providers did not use the slider, whereas most of the other providers increased the centrally set prices. This variation in the use of the price slider provides some evidence of substantial preference heterogeneity.

Figure 5(ii) plots the providers’ average price slider level over time after the market-wide price centralization. The average slider level remains close to 104% initially and increases by about two percentage points during
Figure 5. (Color online) Short- and Long-Run Use of the Price Slider

(i) Distribution of price slider levels at the end of the experimental period

(ii) Average price slider level over time after the experiment

Notes. This figure shows how providers use the slider in the short and long run. The top panel plots the distribution of price slider choices at the end of the experimental period for providers in the experimental group T2, with slider levels discretized into five categories. The value of each bin is shown above it, and the dashed line depicts the cumulative distribution function. The bottom panel plots the mean slider level over time after the end of the experimental period. The average slider level is computed for every month, and a 95% confidence interval is shown for each mean.

month 9. Of course, we cannot know whether this jump is due to a shift in the providers’ BTM costs, a change in the market demand for rentals, a new marketplace feature, or even due to chance. Regardless, partial control allows providers to respond to this ostensible change, even if the platform does not.

6.2. Welfare Effects of Centralized Price Setting

The market equilibrium following the centralization of price setting was characterized by lower prices, higher utilization, and higher platform revenue. Lower prices likely increased renter surplus, at least insofar as they outweighed the impact of the providers’ nonprice responses. This finding is in congruence with previous results indicating that centralized pricing increases consumer-side surplus (Castillo et al. 2017, Dinerstein et al. 2018, Castillo 2019).

On the provider side, the effects of centralized pricing are less clear. Although the revenues of the providers increased, so did the costs of renting out assets on the platform. As such, the overall effect likely varies at the individual provider level; the differences in how providers reacted to the pricing change and in how they used the price slider provide some evidence in support of this claim. Nevertheless, the nonprice responses we documented in Section 4 indicate that the effect was negative, at least for some providers.

There are likely different welfare-maximizing price-setting mechanisms for differently organized markets, depending on the particular problems that each market has to address (Castillo et al. 2017). In our setting, we showed that centralized pricing increases platform revenue but also results in providers reacting through nonprice margins. As we reasoned, an important shortcoming of nonprice responses is that they can affect user retention in the long run, both on the provider and on the renter side. One solution to this problem is allowing providers to retain partial pricing control. The optimal degree of provider control likely depends on the relative costs and benefits of price and nonprice responses, as well as on other characteristics of each market (Farronato 2017, Hall et al. 2018).

6.3. External Validity

Our analysis focuses on a single sharing economy platform. It is worth thinking through how our results may generalize to other markets. The structure of the costs and benefits providers incur in other marketplaces seems to be similar to the focal market. For example, ride-hailing platform Uber extracts an ad valorem fee,
and providers (drivers) incur use-based BTM costs including labor costs, car mileage increases, and gas costs, as well as transaction-based BTM costs including finding and picking up passengers and verifying their identity. Similarly, home-sharing platform AirBnB also extracts an ad valorem fee, and providers (owners) incur use-based BTM costs including asset wear-and-tear and transaction-based BTM costs including finding and dealing with the customer, cleaning the unit, and passing out the keys. Mirroring our findings, Hall et al. (2018) show that market-clearing can take place through nonprice margins on Uber—which also uses centralized pricing—and casual empiricism further supports this claim. As such, providers’ decisions in other marketplaces are likely characterized by similar economics, and hence we expect the findings of our study to generalize reasonably well beyond the marketplace we studied.

We found that partial provider control can be a beneficial addition to centralized pricing. The usefulness of embedding provider input into centralized allocation mechanisms may extend well beyond the case of price setting. For example, Uber takes on the problem of matching drivers with passengers centrally, presumably because both sides are characterized by little preference heterogeneity. Recently, Uber has started allowing both drivers and riders to indicate whether they prefer their match to be more or less “talkative.” This match-relevant “type” information is private, presumably time-varying, and can be used to improve on the centralized matching. Despite its promising outlook, whether market designers can usefully embed partial provider control in nonprice centralized allocation mechanisms is a question that ultimately needs to be answered empirically.

7. Conclusion
7.1. Summary
This paper provides experimental and quasi-experimental evidence of the effects of centralized price setting in an online marketplace. The key finding is that centralized pricing resulted in an equilibrium characterized by lower prices and higher utilization that benefited renters and the platform, at least in the short run. However, centralized pricing had ambiguous effects for the providers because it increased their transaction costs, and providers responded through nonprice adjustments with potentially deleterious consequences. Allowing providers to retain partial pricing control resulted in substantially less negative responses but similar efficiency gains.

7.2. Insights for Platform Designers
Our work provides several lessons for platform designers. First, it highlights the key tradeoffs that a platform faces when centralizing important provider decisions. On the one hand, centralization gives more control to the platform so it can offer a more consistent customer experience, and compete better with traditional firms offering similar services. On the other hand, centralization can result in unintended and potentially unanticipated negative reactions from the providers. A platform designer must account for such reactions carefully in making centralization decisions.

Second, our work sheds light on two root causes for provider reactions: (a) the existence of provider private information, such as information about costs, which is unknown to the platform but relevant for making centralization decisions, and (b) a misalignment of incentives between the platform and the provider, even with an ad valorem fee structure. The lack of private provider information limits the platform’s ability to make effective decisions, particularly when provider preferences are sufficiently heterogeneous and time varying. In such cases, it is essential for the platform to devise mechanisms to elicit private information, the absence of which can also lead to mistrust among the providers. Even with access to such private information, the platform faces an incentive misalignment issue. A platform’s desire to maximize its revenues and ensure a consistent customer experience often conflicts with the need to account properly for provider-side costs and preference heterogeneity. Although such misalignments cannot be fully resolved, eliciting private provider information might allow the platform designer to strike a better balance between these conflicting objectives.

Third, our work shows that an in-between solution of allowing the providers retain some control can result in significantly better provider reactions. This is particularly true when the platform starts with a decentralized design and then decides to transition to a centralized design, which is quite common in practice. Such improvement in provider reactions can even come with little to no impact on the overall performance—Our findings from our experiment, where several providers did not exert the control provided to them by the platform. Platform designers should explore partial control designs before moving to complete centralization.

7.3. Future Work
A natural direction for future work would be to replicate the results of this study, particularly in other online marketplaces, using recently developed experimental design techniques (Johari et al. 2022), and utilizing larger samples. Finding ways to embed partial control in market mechanisms beyond price-setting is another interesting next step. Future research could also examine how providers who retain partial control use it to respond to shifts in their utility functions, whether they relinquish more control to the platform over time, as well as their rate of
learning. A question left unanswered is determining the optimal “amount” of control that the platform should relinquish to its users.
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Endnotes
1 These technological advances include the wide-spread adoption of Internet-enabled mobile devices, the decreases in the cost of creating, storing, and processing data, improvements in the design of algorithms, and the proliferation of business experimentation (Varian 2010). In addition, market designers can draw on more than 20 years of accumulated industrial experience in building online platforms and solving their fundamental problems (Filippas et al. 2020).
2 For example, see https://techcrunch.com/2019/05/14/uber-quiet-ride/.
3 Even in markets that do not clear on prices, platforms make market design decisions that affect how users “trade” their scarce resources (Filippas and Horton 2021).
5 The platform intended to conduct an experiment with sufficient power to detect a five-percentage-point change in the probability of a user dropout, at 90% power. As we show in what follows, the “realized” power for the main experimental outcome was close to 100%. We do not report the fraction of users that were included in the experiment for confidentiality purposes.
6 To be sure, it is not possible rule out completely the possibility that subjects communicated with each other. As an indirect test, we show in Online Appendix A that control group providers did not change the prices of their vehicles more frequently during the experimental period—we would expect untreated providers to have done so upon finding out that other providers have become more price competitive.
7 Here—and throughout the paper—for differences in levels where the outcome is naturally discussed as a fraction, we label level differences as “percentage points.” For percentage changes with respect to the outcome of another experimental group, we use the “%” symbol.
8 We find a similar patterns of results if we restrict our sample to providers who did not exit during the experiment; we report these analyses in Online Appendix B. In our context, this restriction is likely to yield conservative estimates of the average treatment effect on provider availability and cancelation rates: providers who exited would have presumably exhibited the most pronounced responses (Gerber and Green 2012).
9 We construct the sample in that manner to not bias the estimates of the average treatment effect in favor of the treatment groups that experienced lower exit rates. We find similar patterns of results using alternative samples for each outcome variable. We report these analyses in Online Appendix A.
10 For example, the use-based BTM costs of driving with Uber include the driver’s labor, the increases in the car’s mileage, and the gas consumed while driving. The transaction-based BTM costs include the costs of finding the passenger and verifying her identity. Online platforms typically reduce these costs by taking advantage of technological advances, including Internet- and GPS-enabled smartphones equipped with digital cameras (Varian 2010, Filippas et al. 2020).
11 Alternative estimation strategies yield similar patterns of results; see Online Appendix A for more details.
12 For example, a provider whose parents are visiting for the weekend may experience a positive shock in her reservation price, as her utility from using her vehicle increases. On a sunny day, some providers may have higher reservation prices, whereas providers who are particularly prone to sunburns and photic sneezes may have lower reservation prices.
13 Uber drivers sometimes cancel trips when they are not satisfied by the platform-set price and match. For some anecdotal accounts, see https://qz.com/1387942/uber-drivers-are-forcing-riders-to-cancel-trips-when-tares-are-too-cheap.
14 For example, see https://techcrunch.com/2019/05/14/uber-quiet-ride/.
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